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A B S T R A C T   

The purpose of this study is to develop a control method for a hybrid heat pump system based on an artificial 
neural network (ANN) to reduce energy use and create a more comfortable thermal environment. The proposed 
optimal control method uses an ANN-based predictive model to predict the heat storage tank and indoor tem-
perature during the cooling period and controls the flow rate of the circulation pump on the heat source and load 
side of the system. The performance of the predictive model for the heat storage tank temperature (R2 = 0.9988; 
coefficient of variation of the root mean square error [CV(RMSE)] = 1.06 %; normalized mean bias error 
[NMBE] = 0.16 %; and mean absolute error [MAE] = 0.09℃) and the indoor temperature (R2 = 0.9893; CV 
(RMSE) = 1.66 %; NMBE = 0.16 %; and MAE = 0.15℃) was excellent. The temperature control of the heat 
storage tank using the optimal algorithm exhibited an improvement of 18.39 % for the CV(RMSE), 3.10 % for the 
NMBE, and 1.31 ◦C for MAE compared with rule-based. For the indoor temperature, the optimal algorithm 
improved the CV(RMSE) by 1.30 %, NMBE by 0.42 %, and MAE by 0.29℃ compared to rule-based. The energy 
use was reduced by 52.85 % for the entire system using the optimal control method compared with the existing 
control strategy under similar outdoor conditions. Using the proposed control method, it is thus possible to 
improve thermal comfort and reduce carbon emissions in the building sector by improving the control and 
energy performance of hybrid heat pump systems.   

1. Introduction 

According to the International Energy Agency (IEA), annual green-
house gas emissions from energy consumption have increased steadily 
[1,2]. These emissions result in a variety of adverse outcomes, including 
climate change, acid rain, an increase in respiratory and cardiovascular 
diseases, and the proliferation of infectious diseases [3,4]. To address 
these social and environmental concerns, countries worldwide have 
established a variety of policies, such as setting carbon neutrality targets 
for 2050 and introducing measures to reduce greenhouse gas emissions 
and achieve carbon neutrality [5]. In particular, there has been a drive 
toward greater energy conservation in the construction sector, which is 
responsible for 40 % of total carbon emissions [6]. Building heating and 
cooling, which accounts for 54 % of the energy used in the building 
sector, has become particularly significant in this regard given the 
greater energy usage due to the rising demand for improved thermal 
comfort during abnormal climate events [7,8]. 

To reduce energy consumption in building heating and cooling sys-
tems, numerous technologies are currently under development, 
including high-efficiency heat pump systems and renewable energy 
technologies [9–11]. However, the efficiency of heat pumps differs 
greatly depending on the outdoor temperature due to the heat exchange 
process [12]. In the case of renewable energy, since solar heat, solar 
energy, and geothermal energy are used as a single heat source, there are 
limitations such as unstable energy supply and demand due to weather 
conditions and performance degradation that occurs when continuous 
geothermal use is used [13]. 

To overcome these disadvantages, multi-source hybrid heat pump 
systems have attracted recent attention [14,15]. A hybrid heat pump 
system combines a heat pump with additional heat sources, such as heat 
storage or multiple renewable energy sources, as well as a boiler 
[16,17]. Hybrid heat pump systems can reduce energy usage in build-
ings due to the higher energy efficiency arising from the installation of 
additional equipment such as heat storage tank, renewable energy 
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system [18,19]. In previous research, hybrid heat pump systems with 
various heat sources have been studied, confirming the potential for 
significant energy savings [20–22]. However, because hybrid heat pump 
systems generally have a complicated configuration due to the combi-
nation of various elements, system design can incur significant time and 
monetary costs, while system-integrated control can be difficult [23]. 
Most system control methods are rule-based based on temperature 
[24,25]. Rule-based control involves the individual control of equip-
ment components based on specific temperature thresholds, meaning it 
is unable to adapt to real-time load variation due to building charac-
teristics, local conditions, and seasonal changes, thus reducing opera-
tional efficiency and wasting stored thermal resources [26]. 

As a result, empirical control methods that require expert knowledge 
or proportional-integral-derivative (PID) control have been developed 
[27,28]. PID control reduces variation in performance by feeding the 
error between the output and input values back into the control system. 
However, control errors can still occur due to disturbances, and tuning is 
necessary when the building, operating, or outdoor air conditions 
change. Tuning also requires the experience and knowledge of a pro-
fessional and, even if automatic tuning is employed, non-linear systems 
cannot be tuned using a general linear method. A hybrid heat pump 
system combines various components, and the operating conditions for 
each of these components are different, meaning that the system oper-
ating conditions are non-linear [29]. Consequently, conventional con-
trol methods such as rule-based and PID control face limitations in terms 
of achieving integrated control for hybrid heat pump systems. 

Artificial neural networks (ANNs) can be used to resolve the limi-
tations associated with existing control systems. In particular, ANNs can 
model non-linear input–output relationships between the components of 
hybrid heat pump systems, thus enabling integrated control [30,31], 
and can adapt to environmental changes via real-time retraining, 
reducing the time and financial costs associated with system design 
[32]. In hybrid heat pump systems that use a PVT system as a renewable 
heat source combined with a heat storage tank (HST), the hot water 
produced by the PVT heat pump can be used during the heating period 
but not the cooling period. Because the heat source and load sides of the 
system are individually controlled based on the temperature via the 
HST, integrated control measures are essential. In addition, even if the 
performance of the heat storage tank and heat pump is improved, the 
overall coefficient of performance for the system decreases because the 
circulation pumps within the system operate individually, thus an in-
tegrated control method is needed to improve energy efficiency. 

Recently, numerous studies have been conducted to predict the 
performance of hybrid heat pump systems, develop predictive models, 
and establish optimal control strategies for these systems. Wang et al. 
[33] studied the performance of a hybrid heat pump system that com-
bined solar energy and geothermal energy, demonstrating the possibility 
of reducing energy consumption. In addition, Gang et al. [34] developed 
a geothermal exchanger predictive model for a hybrid geothermal heat 
pump system and predicted the water exiting the ground heat exchanger 
outlet temperature. Sichilalu et al. [35] conducted research on the 
optimal control of a hybrid heat pump system that combined fuel cells, 
wind power, and solar energy, confirming the potential for cost savings 
resulting from enhanced energy performance. However, previous 
research has been limited to the development of predictive models for 
single heat sources, which have been tested using simulations. As such, 
there has been a lack of actual control studies and a lack of research on 
the integrated control of hybrid heat pump systems. 

Therefore, the purpose of the present study was to propose an inte-
grated control method to improve cooling-period control and the energy 
performance of a hybrid heat pump system. To achieve this, an intelli-
gent optimal control algorithm based on an ANN was developed, with 
the aim to improve control performance and reduce energy consump-
tion. The predictive model included in the optimal control algorithm 
predicted the HST and room temperature after 10 min and was used to 
select the optimal circulation pump flow rate on the heat source and load 

sides. The performance of the control algorithm was evaluated by con-
ducting an empirical experiment using a field system. 

2. Overview of the control algorithm and predictive model 
development 

This study was conducted in four phases (Fig. 1). First, a database 
was established to train the predictive model. The data was obtained 
from TRNSYS 18 simulations and consisted of HST and indoor temper-
ature data every 10 min according to changes in the flow rate of the 
circulation pump on the heat source and load sides of the hybrid heat 
pump system. Second, the optimal control algorithm, which controls the 
system based on an ANN, was developed and compared with a con-
ventional rule-based algorithm that turns on/off depending on the 
temperature. Third, predictive models for the HST and indoor temper-
ature were developed using the training data. The performance of the 
developed predictive models was assessed using evaluation metrics such 
as R2, the coefficient of variation of the root mean square error (CV 
(RMSE)), normalized mean bias error (NMBE), and mean absolute error 
(MAE). Finally, the developed optimal control algorithm was embedded 
in a field system to evaluate its performance in terms of overall control 
and energy consumption. Control performance was assessed using the 
CV(RMSE), NMBE, and MAE metrics, while energy performance was 
analyzed using energy consumption data for the overall system, heat 
pump, circulation pumps, and fan coil units (FCUs). 

2.1. Building and system overview 

The building and hybrid heat pump system used in this study were 
located in Busan, Korea (Table 1). The average temperature in Busan 
during August, the warmest month of the cooling period, is 26.1℃ and 
the average humidity is 78.5 %, making it a warm and humid climate 
(Cfa) according to the Köppen climate classification. The building had a 
floor area of 110.16 m2, and the exterior U-value was 0.32 W/m2K for 
the exterior wall, 0.35 W/m2K for the floor, 0.18 W/m2K for the roof, 
and 1.51 W/m2K for the windows. The solar heat gain coefficient 
(SHGC) of the window was 0.37 W/m2K. 

The dual heat source system combined a PVT heat pump and an air 
source heat pump in parallel. The heat was stored in the HST in accor-
dance with the period (i.e., cooling or heating), and the stored heat was 
supplied to the FCU to cool or heat the room. Hot water was stored using 
the PVT and Auxiliary components, and the HST during the heating 
period was stored using the PVT and air source heat pumps. During the 
cooling period, the HST was cooled using the air source heat pump. The 

Fig. 1. Overview of the research process for the present study.  

Y.G. Jung et al.                                                                                                                                                                                                                                  



Energy&
Buildings306(2024)113934

3

Table 1 
Experiment building and system overview.  

Building overview 

Region Gi-jang, Buans, Korea 
Climate zone Köppen – Cfa, 4A 
Floor area 110.16m2 

U-Value External wall 0.32 W/m2,⋅K 
Floor 0.35 W/m2,⋅K 
Roof 0.18 W/m2,⋅K 
Window 1.51 W/m2,⋅K 

SHGC Window 0.37 W/m2, ⋅K 
system overview 

(continued on next page) 
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Table 1 (continued ) 

Building overview 

PVT area 1.012 m × 19.72 m 
Heat pump capacity Heating 9 kW 

Cooling 8 kW 
Power 2.4 kW 

FCU capacity Heating 21.49 kW(9.82 kW + 11.67 kW) 
Cooling 15.88 kW(8.47 kW + 7.41 kW) 

Power 0.21 kW(0.09 kW + 0.12 kW) 
Setpoint 26℃ 
Deadband ±1℃ 

Circulation 
pump 

Flowrate Source 43.15LPM-50.80LPM / 4 step 
Load 10.22LPM-36.55LPM / 10 step 

Power Source 0.18 kW-0.24 kW 
Load 0.12 kW-0.24 kW 

Heat 
Storage 
tank 

capacity 300L 
Setpoint 10℃ 
Deadband ±2℃ 

Cooling Period May, June, July, August, September 
Occupancy Time 09:00–18:00  
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PVT was installed at 1.012 m × 19.72 m. heat pump had a heating ca-
pacity of 9 kW, a cooling capacity of 8 kW, and a power consumption of 
2.4 kW. The capacity of the HST was 300 L, which was installed indoors 
to minimize the influence of solar radiation. The FCU consisted of two 1- 
way units and one 4-way unit, totaling heating capacity 21.49 kW(9.82 
kW + 11.67 k), cooling capacity 15.88 kW(8.47 kW + 7.41 kW), while 
the FCU fan power consumption was 0.21 kW(0.09 kW + 0.12 kW). For 
the circulation pump, the heat pump side was 50.80 LPM with a power 
consumption of 0.19 kW, while the FCU side was 36.55 LPM with a 
power consumption of 0.15 kW. The cooling period was set from May to 
September with an HST temperature of 10℃ and an indoor temperature 
of 26℃, and the building occupancy period was set to 09:00–18:00 [36]. 

The flow rate of the circulation pump was controlled between levels 
0 and 10 in 1-step increments (off = 0). When turned on, the heat source 
side had a flow rate of 7–10, which is the minimum required flow rate 
for the heat pump system, while the load side had a potential flow rate of 
1–10. The system was monitored and controlled in real-time using a 
WEP-based cloud platform linked to Internet of Things devices, with 
sensing data stored in an SQL database every minute. The system was 
controlled using the MQTT protocol. 

2.2. Control algorithms 

2.2.1. On/off rule-based control 
The rule-based algorithm turned the system on/off within a dead-

band range to satisfy the setpoints (Fig. 2). The operating conditions for 
this algorithm are presented in Table 2. 

Step A was a data acquisition step in which time and sensor data 
were acquired, with the operating status determined according to the 
time and day of the week. The PVT inlet/outlet water temperature, heat 
pump inlet/outlet water temperature, heat source and load side HST 
inlet/outlet temperature, FCU inlet/outlet water temperature, indoor/ 
outdoor temperature, circulation pump flow rate and heat pump and 
FCU power consumption were obtained for system control. 

Step B involved PVT-side operation control for the storage of heat in 
the HST, which was turned on/off within the deadband range of the 
setpoint. The hot water storage system stored heat when the lower limit 
of the deadband was reached, stopping only when the upper limit of the 
deadband was reached. In the present study, the setpoint was 60℃ and 
the deadband was 2℃, thus the system turned on when the HST 

temperature was lower than 58℃ and turned off when it exceeded 62℃. 
The HST first stored hot water using the PVT heat source when heat 
storage was possible because the PVT outlet temperature was higher 
than the lower limit of the deadband. In cases where PVT heat storage 
was not possible, the hot water was stored using the AUX heat source. 

Step C was the HST heat storage stage, which was turned on/off 
within the deadband range of the setpoint. When the upper limit of the 
deadband was reached, the system operated in cooling mode, and when 
the lower limit was reached, operation was halted. Here, the setpoint 
was 10℃ and the deadband was 2℃, thus if the temperature of the HST 
was higher than 12℃, the heat pump and circulation pump were 
operated to cool the HST. When the temperature dropped below 8 ◦C, 
the system turned off. The circulation pump operated at 10 (50.80 LPM) 
when turned on and at 0 (0 LPM) when turned off. 

Step D was the indoor cooling phase. When the indoor temperature 
exceeded the deadband lower limit of the indoor setpoint, the system 
started indoor cooling mode, ending when the indoor temperature 
reached the deadband upper limit. The indoor setpoint was 26℃ and the 
deadband was 1℃, thus, when the indoor temperature exceeded 27℃, 
the FCU and circulation pump turned on for indoor cooling. When the 
room temperature was lower than 25℃, the system stopped. The cir-
culation pump operated at 10 (36.55 LPM) when turned on and at 0 (0 
LPM) when turned off. Finally, Step E controlled the system using the 
transmission of system control signals. 

2.2.2. Intelligent optimal control algorithm 
Using the rule-based algorithm, the system was continuously turned 

on and off within the deadband range to satisfy the setpoints, with the 
circulation pump flow rate operating between 0 % and 100 %. This 
approach had the disadvantage of being unable to adapt to partial loads, 
while the heat pump operated continuously. And If the goal is only to 
improve the control accuracy, it is possible to move closer to the setpoint 
by narrowing the deadband range of the existing rule-based algorithm, 
but this may waste energy during operation because the system is 
continuously turned on and off. In addition, under existing control 
methods, if building or weather conditions change, manual intervention 
is required to maintain control. On the other hand, with artificial neural 
network-based optimal control algorithms, the system can be optimally 
controlled in response to partial loads and can automatically adapt by 
retraining the prediction model when conditions change. To address 

Fig. 2. Rule-based control algorithm flow chart.  
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these limitations and simultaneously enhance control performance, en-
ergy efficiency, and adaptability, an ANN-based intelligent optimal 
control algorithm was developed (Fig. 3). 

Step A was the same as for the rule-based algorithm. in which time 

and sensor data was acquired, with the operating status determined 
according to the time and day of the week. The PVT inlet/outlet water 
temperature, heat pump inlet/outlet water temperature, heat source and 
load side HST inlet/outlet temperature, FCU inlet/outlet water 

Table 2 
Details of the predictive models for the HST and indoor temperature.   

HST Indoor 

Input layer  • Indoor temperature (n) [℃]  • Indoor temperature (n) [℃]  
• Outdoor temperature (n) [℃]  • Outdoor temperature (n) [℃]  
• HST temperature (n) [℃]  • FCU water inlet and outlet temperature (n) [℃]  
• HP water inlet and outlet temperature (n) [℃]  • Pump 2 circulating water flow rate (n) [kg/h]  
• Pumps 1 and 2 circulating water flow rate (n) [kg/h] 

Hidden layers 25–25–25 13–13–13–13 
Output layer  • HST temperature (n + 1) [℃]  • Indoor temperature (n + 1) [℃] 
Diagram 

Input [7]/Hidden [25–25–25]/Output [1] Input [5]/Hidden [13–13–13–13]/Output [1]  

Fig. 3. Overview of the proposed optimal control algorithm.  
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temperature, indoor/outdoor temperature, circulation pump flow rate, 
and heat pump and FCU power consumption were obtained for system 
control. 

Step B involved PVT-side control for heat storage in the HST, with the 
hot water storage turned on/off within the deadband range of the set-
point. The hot water storage system stored heat when the lower limit of 
the deadband was reached, and the system stopped when the upper limit 
of the deadband was reached. In the present study, the setpoint was 60℃ 
and the deadband was 2℃, thus the system was operated when the HST 
temperature was lower than 58℃ and turned off when it exceeded 62℃. 
The HST first stored hot water from the PVT heat source when heat 
storage was possible because the PVT outlet temperature was higher 
than the lower limit of the deadband. In cases where PVT heat storage 
was not possible, the hot water was stored using the AUX heat source. 

Step C was the HST cooling step, in which the developed predictive 
model for HST temperature was employed to determine the circulation 
pump flow rate on the heat source side. The optimal circulation pump 
flow rate was selected to satisfy the HST setpoint during the cooling 
period by predicting the HST temperature for step (n) + 1 at step (n). 
The circulation pump flow rate was controlled at levels 0, 7, 8, 9, and 10. 
If there was no error when comparing the value predicted at step (n) 
with the actual measurement at step (n) + 1, the process proceeded to 
the next step. If an error occurred, the data from step (n) was used to 
retrain the predictive model. When an error occurs between the step n +
1 heat storage tank temperature predicted by the prediction model at 
step n and the actual heat storage tank temperature at step n + 1, the 
prediction model is retrained by adding the data collected at step n to 
the training data input for the prediction model. 

Step D was the indoor cooling stage, and a predictive model was 
employed to select the load-side circulation pump flow rate. The optimal 
circulation pump flow rate was selected to satisfy the indoor tempera-
ture setpoint during the cooling period by predicting the indoor tem-
perature for step (n) + 1 at step (n). The circulation pump flow rate was 
controlled within the range of 0–10. If there was no error when 
comparing the value predicted at step (n) with the actual measurement 
at step (n) + 1, the process proceeded to the next step. If an error 
occurred, the data from step (n) was used to retrain the predictive 
model. Step E sent the pump flow rate selected by the algorithm to the 
system for optimal control. When an error occurs between the step n + 1 
indoor temperature predicted by the prediction model at step n and the 
actual indoor temperature at step n + 1, the prediction model is 
retrained by adding the data collected at step n to the training data input 
for the prediction model. 

2.3. Predictive model development 

An ANN is a type of supervised learning algorithm designed to 
imitate the neural network structure of the human brain [37]. It consists 
of input, hidden, and output layers, with the output values determined 
based on the weights and biases between nodes in each layer. ANNs are 
capable of non-linear learning between input and output values, 
ensuring adaptability to changes in conditions, which is a limitation of 
existing hybrid heat pump systems [38–40]. Therefore, two predictive 
models based on the structure of an artificial neural network (ANN) 
were developed to learn the non-linear relationships between variables 
within the hybrid heat pump system. These models predicted the HST 
and indoor temperature 10 min ahead according to the circulation pump 
flow rate under the current conditions, with the circulation pump flow 
rate that came closest to the HST and indoor setpoint selected and 
employed in the control process. 

The two developed predictive models are summarized in Table 2. 
Variables correlated with changes in temperature were selected as input 
using Eq. (1)–(2). The predictive model for the HST temperature used 
the step (n) heat pump inlet and outlet water temperature, the HST 
temperature, the indoor and outdoor temperature, the heat source, and 
the load-side circulation pump flow rate as input and then predicted the 

step (n) + 1 HST temperature using three hidden layers (25–25–25). 
The predictive model for the indoor temperature used the step (n) 

HST inlet and outlet water temperature, indoor and outdoor tempera-
ture, and load-side circulation pump flow rate as input and then pre-
dicted the indoor temperature at step (n) + 1 using four hidden layers 
(13–13–13–13). 

Qsource = mfluid*cfluid*(TSS − TSR) (1)  

Qload = mfluid*cfluid*(TLS − TLR) (2)  

where Qsource is the amount of circulating water for heat exchange on 
the heat source side (kcal/h), Qload is the amount of circulating water for 
heat exchange on the load side (kcal/h)⋅mfluid and cfluid are the specific 
heat at constant pressure and the circulating water flow rate, respec-
tively (kcal/kg℃ and kg/h)⋅ TSS and TSR are the heat-source-side HST 
circulating water inlet and outlet temperature (℃). TLS and TLR are the 
load-side FCU circulating water inlet and outlet temperature (℃) 

Constructing a dataset based on experimental data is suitable for 
field system control, but acquiring the necessary data in this way can be 
limited because conditions such as the season and time of day constantly 
change. In addition, there may not be sufficient time to collect the 
appropriate data, and there is a possibility that the prediction model 
may be overfitted to the system. Therefore, simulations were used to 
construct the data based on changes to the circulation pump flow rate 
under the same conditions. Furthermore, even though data differences 
may have occurred, the learning data were derived from simulations 
because, by doing so, it was possible to evaluate the adaptability of the 
proposed approach through re-learning, which was one of the main 
goals of this study. Therefore, The training data for the predictive 
models was obtained using TRNSYS 18, with temperature data for the 
HST and indoor space collected 10 min ahead based on variation in the 
circulation pump flow rate (levels 0 and 7–10 on the heat source side 
and levels 0–10 on the load side). 

In particular, the heat storage tank temperature prediction model 
used both the heat source-side and load-side circulation pump flow rates 
as input. This reflected the amount of heat used on the load side in the 
heat storage tank temperature prediction model when storing heat in the 
heat storage tank. If the flow rate for the circulation pump on the load 
side is high, the flow rate for the circulation pump on the heat source 
side must also increase due to the use of heat from the heat storage tank. 
Therefore, to reflect the use of heat on the load side in the selection of 
the flow rate for the circulation pump on the heat source side, both the 
heat source and the circulation pump flow rates on the load side were 
selected as input for the prediction model. 

For the predictive models, the performance of ANN, SVM, and Tree 
ensemble was compared to select the ANN model with the best perfor-
mance [41]. In addition, among the ANN structures, ANN with one 
hidden layer, DNN with multiple hidden layers, and RNN with recurrent 
neural network structure were evaluated for performance, and a DNN 
model-based predictive model was developed. The training dataset was 
divided into three subsets: 60 % for training, 20 % for validation, and 20 
% for testing. In addition, to minimize the weight bias caused by dif-
ferences in ranges between input variables, min–max normalization was 
employed to process the data so that the individual data points had a 
value between 0 and 1, as shown in Eq. (3). The predictive model 
hyperparameters were optimized using Bayesian optimization [42]. 

x′
i =

xi − min(X)
max(X) − min(X)

(3)  

where X is the input variable dataset, x′
i is the i-th value in the 

normalized dataset X, and xi is the i-th datapoint in dataset X. 
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3. Performance evaluation of the predictive models and control 
algorithm 

3.1. Performance of the predictive models 

The performance evaluation of the predictive models was conducted 
using the R2, CV(RMSE), NMBE, and MAE to assess the relationship 
between the predicted values and actual measurements. An R2 

approaching 1 and an NMBE and a CV(RMSE) approaching 0 % repre-
sent stronger predictive performance. According to ASHRAE Guideline 
14–2014, acceptable model performance is indicated by an R2 greater 
than or equal to 0.8 and an NMBE and CV(RMSE) less than or equal to 
10 % and 30 %, respectively [43]. The performance evaluation metrics 
were calculated using Eqs. (4)–(7): 

R2 = 1 −
∑n

i=1(yi − ŷi )
2

∑n
i=1(yi − y)2 (4)  

CV(RMSE) =
1
y

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑1

n
(yi − ŷi)

2

n

√
√
√
√
√

*100(%) (5)  

NMBE =
1
y

∑n
i=1(yi − ŷi)

n
*100(%) (6)  

MAE =
1
n
∑n

i=1
(|yi − ŷi | (7)  

where yi is the actual value, ŷi is the predicted value, y is the average of 
the actual value, and n is the number of observations. 

The performance of the predictive models is displayed in Table 3. For 
the HST temperature, the R2 was found to be more than 0.999, indi-
cating a high correlation between the predictive and the actual mea-
surements, while the CV(RMSE) was 1.06 % and the NMBE was 0.16 %, 
representing a predictive performance that exceeds ASHRAE recom-
mended standards. The MAE was found to be 0.09 ◦C, confirming the 
excellent performance of the predictive model for HST temperature. For 
the indoor temperature, the R2 was above 0.989, indicating a high 
correlation between the predictions and real measurements. The CV 
(RMSE) was 1.66 % and the NMBE was 0.16 %, which also met ASHRAE 
recommended standards. The MAE was 0.15 ◦C, verifying the excellent 
performance of the predictive model for indoor temperature. 

3.2. Performance of the control algorithms 

The control and energy performance of the optimal control algorithm 
was compared to that of the baseline rule-based control algorithm. The 
evaluation of the control performance focused on how closely the HST 
and indoor temperature followed their respective setpoint temperatures, 
as measured by the CV(RMSE), NMBE, and MAE. To assess the energy 
performance, the cumulative energy consumption of the system, 
instantaneous energy consumption, system operating time, and energy 
consumption relative to the daily average temperature were analyzed. 
The experiment was conducted from August to September 2022 for four 
days using rule-based control (08/29, 09/07, 09/19, 09/24) and four 
days based on the proposed optimal control method (09/05, 09/06, 09/ 
22, 09/ 23). 

3.2.1. Outdoor temperature during the experiment 
The outdoor temperatures during the eight study days are presented 

in Fig. 4. During the four days of rule-based control, the maximum 
temperature was 34.10 ◦C, the minimum temperature was 15.40 ◦C, and 
the average temperature was 24.72 ◦C. For the four days of optimal 
control, the maximum temperature was 32.60 ◦C, the minimum tem-
perature was 17.8 ◦C, and the average temperature was 25.61 ◦C. During 
the operating hours (09:00–18:00), rule-based control encountered a 
maximum temperature of 34.10 ◦C, a minimum temperature of 
23.10 ◦C, and an average temperature of 28.64 ◦C. During optimal 
control, the maximum temperature during operating hours was 32.60℃, 
the minimum temperature was 22.20℃, and the average was 28.32℃. 

3.2.2. Temperature control accuracy 
The control performance of the developed control algorithm was 

evaluated based on the error between the actual temperature and the 
HST and room temperature setpoints using CV(RMSE), NMBE, and MAE. 
CV(RMSE) is an indicator of the error between the setpoint temperature 
and the actual controlled temperature, while the NMBE indicates the 
temperature control tendency compared to the setpoint temperature. 
When evaluating control performance, a negative (-) cooling period 
control error means excessive cooling compared to the setpoint, and a 
positive (+) control error means insufficient cooling. MAE is the average 
of the absolute value of the error. 

The results for the HST temperature distribution are presented in 
Fig. 5. Under rule-based control, the four-day average CV(RMSE) was 
31.35 %, the NMBE was − 10.12 %, and the MAE was 2.24 ◦C. For the 
optimal control algorithm, the CV(RMSE) was 12.96 %, the NMBE was 
− 7.02 %, and the MAE was 0.93℃, representing an improvement of 
18.39 %, 3.10 %, and 1.31℃ compared with rule-based control, 
respectively. Thus, the HST temperature was more evenly distributed 
and stable within the setpoint compared to rule-based control. 

The indoor temperature distribution is presented in Fig. 6. Rule- 
based control produced a four-day average CV(RMSE) of 2.63 %, an 
NMBE of 0.82 %, and an MAE of 0.60 ◦C, compared to 1.33 %, –0.40 %, 
and 0.31 ◦C for the optimal control algorithm, representing an 
improvement of 1.30 %, 0.42 %, and 0.29 ◦C for the latter. When the 
optimal control algorithm was employed, the indoor temperature was as 
high as the HST. On 9/22, the outdoor temperature was lower than that 
on the other days, and it is believed that HST was stored in excessive 
cooling due to unstable MQTT communication. However, it was 
confirmed that the system reached a normal range during the 
09:00–18:00 operating time. And, At 12:00 on September 23, the HST 
temperature dropped to approximately 5℃, which was believed to be 
due to overcooling of the system due to prediction errors in the forecast 
model. With existing rule-based algorithms, the system continues to 
operate until the next control step even if the heat storage tank tem-
perature falls below the deadband lower limit. On the other hand, with 
optimal control, the entire period remained within the deadband range 
except for 12:00 on September 23. In addition, even though overcooling 
occurred due to a temperature prediction error in the heat storage tank, 
re-learning was conducted and the temperature returned to the setpoint 
range. Although it is difficult to ensure control accuracy due to the short 
re-learning period, it is believed that this can be improved through 
continuous re-learning. The overall control performance results are 
summarized in Table 4. 

3.2.3. Energy reduction performance 
As shown in Fig. 7, the energy usage during the system operating 

time (09:00–18:00) was compared for rule-based control and the 
optimal control algorithm. The energy consumption for the overall 
system, including the heat pump, circulation pump, and FCU, and the 
cumulative energy consumption of the heat pump, circulation pump, 
and FCU individually were analyzed. The energy consumption for each 
four-day period is presented in Table 5. 

The total energy consumption was 33.24 kW for the rule-based 

Table 3 
Predictive model performance for the HST and indoor temperature.   

HST Temperature Indoor Temperature 

R2  0.9988  0.9893 
CV(RMSE)  1.06 %  1.66 % 
NMBE  0.16 %  0.16 % 
MAE  0.09℃  0.15℃  
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algorithm and 15.67 kW for the intelligent control algorithm. Under the 
rule-based algorithm, the heat pump consumed 22.91 kW, compared 
with 8.85 kW for the optimal control algorithm. The circulation pump 
consumed 8.41 and 7.86 kW under rule-based control and the optimal 
control algorithm, respectively, while the FCU consumed 1.82 and 2.80 
kW, respectively. Thus, by employing the optimal control algorithm, 
total energy consumption was reduced by 17.57 kW (52.85 %), with 
individual reductions of 14.07 kW and 0.55 kW (61.39 % and 6.56 %) 
for the heat and circulation pumps, respectively, and an increase of 0.98 
kW (53.82 %) for the FCU. 

Under optimal control, the energy of the heat pump and circulation 
pump was reduced, but the energy consumption of the FCU increased. 
These results can be explained by the fact that, under rule-based control, 
when a load occurs, a section occurs where operation stops because the 
deadband is reached, while optimal control is conducted within the 
setpoint range. Thus, the system operates continuously to respond to the 
load under optimal control. For this reason, during the optimal control 

experiment on September 22nd, the circulation pump and FCU energy 
consumption was higher than rule-based control because they operated 
continuously in response to the partial load. However, at the same time, 
the heat pump energy consumption, which accounted for the highest 
proportion of the total system energy use, was greatly reduced, resulting 
in a decrease in the overall system energy requirements. 

Overall energy usage for the system was assessed according to the 
average outdoor temperature each day (Fig. 8). During optimal control, 
the slope of the trend line was lower than that of rule-based control, 
meaning that energy consumption was lower even at the same temper-
ature. In particular, for cases [A-a] and [C-d], where the outdoor tem-
peratures were similar, the proposed intelligent control resulted in lower 
energy consumption compared to rule-based control. However, in the 
case of [b-c], high energy consumption occurred at a relatively low 
temperature even with optimal control. This is believed to be because, 
although the average outside temperature was similar, the peak load for 
[b] was higher than that for [c], so system operation increased. On 08/ 

Fig. 4. Outdoor temperature during rule-based control (08/29, 09/07, 09/19, 09/24) and optimal control (09/05, 09/06, 09/22, 09/23).  

Fig. 5. HST temperature according to rule-based and optimal control (red line: setpoint [10℃]; gray box: deadband; red box: occupancy time [09:00–18:00]). (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 6. Indoor temperature (red line: setpoint [26℃]; gray box: deadband; red box: occupancy time [09:00–18:00]). (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 

Table 4 
Control performance for the HST and indoor temperature using rule-based control and the optimal control algorithm.  

Control Date HST temperature Indoor temperature 

CV(RMSE) [%] NMBE [%] MAE [℃] CV(RMSE) [%] NMBE [%] MAE [℃] 

Rule-based 08/29  35.58  1.54  2.49  3.17  0.22  0.72 
09/07  34.20  − 18.39  2.74  2.80  1.12  0.67 
09/19  30.15  − 4.69  1.93  2.69  1.02  0.63 
09/24  25.45  − 18.95  1.91  1.87  0.90  0.40 
Aver.  31.35  − 10.12  2.24  2.63  0.82  0.60 

Optimal 09/05  12.71  − 6.58  0.97  0.73  0.63  0.17 
09/06  11.24  − 3.26  0.83  0.82  0.31  0.18 
09/22  5.55  − 4.63  0.49  2.97  − 2.80  0.71 
09/23  22.34  − 13.60  1.44  0.82  0.28  0.17 
Aver.  12.96  − 7.02  0.93  1.33  − 0.40  0.31 

Reduction − 18.39  − 3.10  − 1.31  − 1.30  − 0.42  − 0.29  

Fig. 7. Total energy consumption for rule-based and optimal control over four days.  
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29, the outside temperature was the highest recorded during the 8-day 
experiment schedule. The temperature was particularly high during 
the operating hours from 09:00 to 18:00, so the system operated 
continuously, resulting in high energy consumption. Though the energy 
consumption on day D was high, the energy consumption decreased 
under similar outdoor conditions (e.g., [A-a] and [C-d]), thus it is 
possible that energy consumption may decrease during optimal control 
under similar conditions to D. 

The instantaneous power usage for the heat pump, circulation pump, 
and FCU during days with similar average outdoor temperatures in [C-d] 
(09/07, 09/05) and [A-a] (09/24, 09/22) is presented in Fig. 9. For [C- 
d], the heat pump was run for a total of 150 min under rule-based 
control and 110 min for optimal control. Additionally, for [A-a], rule- 
based control ran the heat pump for 63 min, compared with 42 min for 
optimal control. Thus, under rule-based control, instantaneous energy 
consumption was high, and the operating time was longer. On the other 
hand, under optimal control, the number of times the heat pump was 
switched on was high, but the instantaneous energy consumption was 
low, and the operating time was shorter, thus the cumulative energy 

consumption was lower overall. This is because the heat pump starts and 
stops in response to partial loads due to the optimal control of the cir-
culation pump flow rate when cooling the HST. Therefore, it was 
confirmed that energy-efficient operation can be achieved by preventing 
the excessive use of the heat pump. 

For [C-d], the circulation pump operated for a total of 339 and 313 
min under rule-based and optimal control, respectively. Additionally, 
under [A-a], the pump ran for a total of 238 min under rule-based 
control and 198 min for optimal control. Instantaneous energy con-
sumption was high under rule-based flow because the flow rate was set 
at level 10, and the operating time was longer. In contrast, under 
optimal control, the number of times the pump was switched on was 
high, but the circulation pump flow rate ranged between 7 and 10, so 
instantaneous energy consumption was lower, and the operating time 
was shorter, reducing the cumulative energy. As with the heat pump, the 
circulation pump was efficiently operated in response to the partial load. 

In [C-d], the FCU ran for a total of 275 min under rule-based control 
and 195 min for optimal control, and this was 162 and 106 min, 
respectively, for [A-a]. This was also believed to be because the system 
operated in response to partial loads, and the experimental results 
confirmed that the overall system operation time decreased when 
optimal control was employed. 

For the FCU, energy consumption may increase because the system is 
continuously turned on and off according to optimal control. However, 
the circulation pump has a variable flow rate. Therefore, because the 
energy consumption for the circulation pump differs according to the 
flow rate, this energy consumption can be reduced even if the operation 
time is the same as the existing control. In addition, when the daily 
average outdoor temperature is similar, such as in the [C-d] and [A-a] 
sections, the operation time of the circulation pump and FCU was 
found to decrease. 

The experimental results revealed that the most significant reduction 
in the energy consumption occurred in the heat pump within the system. 
Under rule-based control, even when the temperature range of the HST 
was outside the 8℃-12℃ range, the system continued to operate. This 
means that, In rule-based control, if the HST temperature falls below the 
lower limit of 8 ◦C or rises above the upper limit of 12 ◦C, but 10 min 
have passed before the next control step, it continues to operate, 
resulting in continuous energy use. In addition, the system did not 
operate even if the upper limit of 12 ◦C was exceeded, so more energy 
could be used in the next control step. In contrast, under optimal control, 
the circulation pump flow rate was optimally controlled in the range of 

Table 5 
Daily energy consumption for rule-based and optimal control.  

Control Date System [kW] HP [kW] Pump 
[kW] 

FCU [kW] 

Rule- 
based 

08/ 
29 

14.975 10.849 3.32  0.783 

09/ 
07 

7.356 5.158 1.737  0.437 

09/ 
19 

3.303 1.983 1.075  0.219 

09/ 
24 

7.61 4.922 2.283  0.38 

Total 33.24 22.91 8.41  1.82 
Optimal 09/ 

05 
4.183 2.701 1.191  0.267 

09/ 
06 

6.024 3.891 1.711  0.404 

09/ 
22 

4.174 1.886 4.174  2.018 

09/ 
23 

1.293 0.368 0.787  0.109 

Total 15.67 8.85 7.86  2.80 
Reduction − 17.57 

(52.85 %↓) 
− 14.07 
(61.39 
%↓) 

− 0.55 
(6.56 
%↓) 

+0.98(+53.82 
%↑)  

Fig. 8. Energy consumption of the hybrid heat pump system in relation to the daily average outdoor temperature.  
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7–10, allowing the heat pump to operate and stop in response to partial 
loads, preventing excessive use. This energy-saving behavior extended 
to indoor temperature control as well, with the circulation pump on the 
load side optimally controlled in the 0–10 range. During optimal con-
trol, although the number of individual system operation cycles for the 
heat pump and circulation pump increased in response to partial loads, 
the overall operating time decreased, reducing the overall system power 
consumption. 

4. Conclusion 

This study proposed an optimal control strategy for the integrated 
control of a hybrid heat pump system, with the goal of improving control 
performance and energy efficiency. For this purpose, an ANN-based 
predictive model was developed, which was then incorporated into an 
optimal control algorithm. An experiment was subsequently conducted 

by embedding the optimal control algorithm in a hybrid heat pump 
system to test its control and energy performance. The following results 
and conclusions were drawn from the study:  

(1) To generate learning data for the predictive model, simulation 
modeling of the field system was conducted using TRNSYS 18. In 
this modeling, the circulation pump flow rate on the heat source 
side was set to levels 0 and 7 to 10, while the circulation pump on 
the load side was set to levels 0 and 10. Learning data was con-
structed by acquiring HST and room temperature data after 10 
min following a change in the circulation pump flow rate. To 
meet the setpoints, an optimal control algorithm equipped with 
an on/off rule-based algorithm and the developed predictive 
model was constructed within the deadband range.  

(2) Two predictive models were developed: one that predicted the 
HST temperature and one that predicted the indoor temperature 

Fig. 9. Outdoor temperature and instantaneous power for the heat pump, circulation pump, and FCU for (a) C-d (09/07, 09/05), (b) A-a (09/24, 09/22).  

Y.G. Jung et al.                                                                                                                                                                                                                                  



Energy & Buildings 306 (2024) 113934

13

10 min in the future. Both predictive models demonstrated 
excellent performance, surpassing the recommended ASHRAE 
standards (HST temperature prediction: R2 = 0.9988, CV(RMSE) 
= 1.06 %, NMBE = 0.16 %, and MAE = 0.09℃; indoor temper-
ature prediction: R2 = 0.9893, CV(RMSE) = 1.66 %, NMBE =
0.16 %, and MAE = 0.15℃).  

(3) The HST temperature control performance of the optimal control 
algorithm was higher than the rule-based control method, with 
an improvement of 18.39 %, 3.10 %, and 1.31℃ in terms of the 
CV(RMSE), NMBE, and MAE, respectively. For indoor tempera-
ture, this improvement was 1.30 %, 0.42 %, and 0.29℃, 
respectively.  

(4) The energy savings resulting from the use of the optimal control 
algorithm were also assessed. The total system energy con-
sumption was 17.57 kW, while that for the heat pump, circulation 
pump, and FCU was 14.07, 0.55, and 0.98 kW, respectively. This 
represented a reduction of 52.85 %, 61.39 %, and 6.56 % for 
total, heat pump, and circulation pump energy consumption, 
respectively, and an increase of 53.82 % for the FCU.  

(5) When the system energy consumption was compared with the 
average outdoor temperature, the energy consumption under 
optimal control was lower under similar outdoor conditions than 
under rule-based control, confirming its improved energy per-
formance. In addition, when optimal control was employed, the 
number of system operations increased, but the overall operating 
time for the system decreased. In particular, the optimal control 
of the heat pump prevented overuse and resulted in the greatest 
reduction in energy consumption. 

Collectively, these results demonstrate that the proposed ANN-based 
optimal control algorithm has the potential to generate significant en-
ergy savings in hybrid heat pump systems in a real environment. Based 
on these research results, future experiments are planned for the heating 
season, while the development of predictive models for energy con-
sumption is necessary to select energy-efficient operating modes, 
particularly when using the heat produced by the PVT heat source 
during the heating period. In addition, there is a need to develop a by- 
pass configuration that directly cools and heats the FCU using a heat 
pump, and a predictive model for the operating time to store heat and 
cool the HST in advance before operation. However, in this research, 
improvement in the performance of the prediction model through 
retraining was insufficient due to the short experiment schedule. Thus, 
the performance of the optimal control algorithm can be improved by 
conducting long-term experiments, building a corresponding database, 
and retraining the prediction model. Additionally, further research is 
needed to utilize PV power generation and PVT as a heat source. If these 
refinements are successful, it is believed that indoor comfort control and 
energy performance can be improved further with the use of the pro-
posed intelligent optimal control algorithm. 
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