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A B S T R A C T   

To create a comfortable indoor environment, the metabolic rate (MET), which affects the thermal sensation of 
occupants, needs to be reflected in real-time. Recently, methods employing computer vision techniques classify 
activities based on the pose of the body in images. However, these methods face challenges in determining the 
MET depending on the objects used, even with the same pose. Therefore, the objective of this study is to develop 
a MET estimation algorithm that can estimate various METs by integrating a pose-based activity classification 
model and an object detection model. To achieve this, an object detection model capable of detecting and 
classifying six regularly used objects indoors was developed, and a performance evaluation was conducted. The 
MET estimation algorithm was assessed through the implementation of a thermal control system, validating its 
applicability in experimental settings. As a result, the object detection model exhibited a real-time classification 
accuracy of 89%. Additionally, when evaluating the mode value over 15-s intervals, it demonstrated a classifi-
cation accuracy of 100%. The algorithm exhibited a real-time estimation accuracy of 83% for the six METs and 
examining the mode value for 15-s intervals, it demonstrated a classification accuracy of 99%. This study thus 
confirmed the control capability of the proposed MET estimation algorithm and its potential for the estimation of 
various METs. The developed method can be used for the real-time estimation of occupant thermal comfort in 
indoor comfort-based control systems, contributing to the realization of a comfortable environment for occupants 
that protects their well-being.   

1. Introduction 

1.1. Background 

As a consequence of urbanization, many more people worldwide are 
spending a significant portion of their day indoors [1–3]. Consequently, 
it has become important to create an appropriate indoor thermal envi-
ronment that affects the health, productivity, and overall well-being of 
occupants [4–6]. However, traditional building thermal control 
methods have typically relied on temperature setpoints based solely on 
the ambient temperature or fixed assumptions regarding occupant 
clothing and activity levels [7,8]. This approach fails to reflect the actual 
information of the occupants, often leading to unnecessary energy 
consumption and discomfort. There is growing recognition of the 
importance of incorporating occupant information into building control 
systems, thus various studies have been conducted to create a 
comfortable indoor thermal environment [9–12]. 

In particular, there is growing interest in occupant-centric control 
(OCC), which aims to enhance occupant thermal comfort while effi-
ciently utilizing energy resources by taking into account occupant in-
formation such as their presence, occupancy, clothing insulation (CLO), 
and metabolic rate (MET) [13–16]. Ouf et al. proposed a simulation 
framework for optimized OCC based on stochastic occupant behavior 
and building design. Simulation results illustrated that the consideration 
of occupants’ preferences when configuring the OCC enhances perfor-
mance. The importance of statistically modeling occupants’ data and 
integrating it effectively into the OCC was emphasized [17]. Pang et al. 
conducted energy simulations to investigate the energy-saving potential 
of OCC for office buildings. They found that utilizing occupant presence 
and occupancy information for building control could reduce energy use 
by 19–45% compared to the standards outlined in ASHRAE Standard 
90.1–2004 [18]. Xie et al. reviewed research on OCC from the 
perspective of sensing, predicting, and controlling technologies. OCC 
demonstrated an average energy savings of 22%, with a 29.1% 
improvement in thermal comfort, highlighting its potential to maximize 
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occupant thermal comfort while conserving energy within the building 
[19]. 

The thermal sensation experienced by an occupant in OCC is quan-
titatively evaluated using the predicted mean vote (PMV) [20–22]. The 
PMV is calculated based on four environmental variables (indoor tem-
perature, relative humidity, mean radical temperature, and air quality) 
and two individual variables (CLO and MET). Generally, when the PMV 
is between − 0.5 and 0.5, the occupant is considered comfortable [23]. 
The PMV serves as a representative indicator of comfort, providing 
valuable information for indoor environmental design, operation, and 
comfort control. Achieving accurate PMV values during thermal envi-
ronmental control can enhance the comfort of indoor spaces, thus the 
variables influencing the PMV should be objectively calculated to ensure 
their accuracy [24–27]. 

The four environmental PMV variables can be measured using sen-
sors, but the two personal factors are difficult to measure objectively and 
directly. Consequently, various approaches have been proposed to 
measure these factors [28–30], of which the MET represents a particu-
larly important variable influencing thermal comfort. The MET repre-
sents the heat production of the human body, which varies based on the 
activity being performed; for example, a person has a MET of 50 kcal/ 
m2h when they are seated and at rest [23]. Therefore, in order to create a 
comfortable indoor thermal environment, various methods have been 
developed to estimate the MET of occupants [31–34]. 

1.2. Previous research on the measurement of the MET 

A variety of methods have been established to measure the MET. For 
example, ISO 8996 specifies four levels and eight methods for MET 
measurement (Table 1) [35]. The simplest approach involves using 
approximate information inferred from the occupant’s occupation or 
making direct observations. Other methods directly measure the occu-
pant’s heart rate, oxygen consumption, and/or caloric expenditure to 
produce a more precise estimate of activity levels. Luo et al. calculated 
the MET by measuring the oxygen consumption and carbon dioxide 
production of the human body using a Vmax Encore metabolic cart to 
experimentally determine the effects of thermal environmental 

conditions such as the indoor temperature and CLO [36]. Zhai et al. also 
used a wireless Cosmed K5 wearable metabolic system, which measures 
the gas exchange in each breath, to determine the MET for sitting, 
standing, and walking, activities that usually occur in the office [37]. Ji 
et al. measured carbon dioxide levels by installing transmitters and 
sensors in an airtight chamber and used the results to evaluate the 
change in the MET and thermal comfort for a person who is moving 
[38]. In general, these methods for measuring the MET require direct 
intervention in the activity of the occupant and/or expensive equip-
ment, making them difficult to measure in an unspecified space in which 
a large number of people are present. 

In order to determine the MET of occupants in a real building, an 
indirect and objective measurement method is required. For this reason, 
computer vision approaches that extract information from images have 
received specific attention, demonstrating suitable accuracy and us-
ability in the field [39–45]. For example, Liu et al. estimated the MET 
using the random forest machine learning approach for images collected 
from thermal cameras, demonstrating that the MET of various in-
dividuals can be estimated in an uncontrolled multi-room indoor envi-
ronment [40]. Na et al. also developed an MET calculation model based 
on the deep learning of images and data using a heart rate sensor and a 
Kinect camera [41], while Choi et al. established a model that could 
simultaneously estimate the MET and CLO using deep vision, which 
combines deep learning and computer vision, and employed this in a 
comfort-based control experiment. Their control experiments were 
conducted by classifying activities as either sitting or standing, showing 
that the occupant’s thermal comfort could be effectively improved [42]. 

The most widely used computer vision method for calculating the 
MET is human pose estimation (HPE), which was developed as an ac-
tivity classification model that classifies a person’s pose by recognizing 
the main joint coordinates in an image [43–45]. Choi et al. demon-
strated that 10 types of indoor activity can be classified by estimating 
joint coordinates from images using a deep neural network (DNN) model 
[44]. Kim et al. also developed a MET estimation model using OpenPose 
and a DNN and conducted an experiment with multiple occupants to 
demonstrate its suitability for use in a real building [45]. Because HPE 
utilizes cameras, making it easy to employ in a real building environ-
ment. Though HPE has been found to be effective for objectively 
calculating the MET while minimizing occupant intervention, similar 
poses are not easily distinguished, thus different activities can be mis-
classified as the same activity (Fig. 1). Therefore, in order to calculate 
various METs, a new model is needed that considers other information in 
addition to pose information, leading to the accurate identification of 
the activities of the occupants. 

1.3. Research purpose 

When classifying various activities from images using HPE, infor-
mation about the objects being used can play a crucial role. Therefore, 
this study proposes a novel method for simultaneously classifying ac-
tivities and objects in order to produce accurate estimates of the MET for 
various activities. To achieve this, a new MET estimation algorithm was 
developed that considered the pose of the occupant and the object(s) 
used by the occupant. The proposed algorithm included an object 

Nomenclature 

OCC Occupant-centric control 
MET Metabolic rate [met or W/m2] 
PMV Predicted mean vote 
HPE Human pose estimation 
CNN Convolutional neural network 
CLO Clothing insulation [clo or m2•K/W] 
ASHRAE American Society of Heating, Refrigerating and Air- 

Conditioning Engineers 
ISO International Organization for Standardization 
DNN Deep neural network 
YOLO You Only Look Once  

Table 1 
Levels for the determination of the metabolic rate (ISO 8996).  

Level Method Accuracy 

1. Screening 1A: Classification according to occupation Rough information Very great risk of error 
1B: Classification according to activity 

2. Observation 2A: Group assessment tables High error risk Accuracy: ±20% 
2B: Tables for specific activities 

3. Analysis Heart rate measurement under defined conditions Medium error risk Accuracy: ±10% 
4. Expertise 4A: Measurement of oxygen consumption Errors within the limits of the accuracy of the measurement or of the time and motion study Accuracy: ±5% 

4B: Doubly labeled water method 
4C: Direct calorimetry  
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detection model that detected the object used by an occupant and in-
tegrated it with an existing activity classification model. Experimental 
assessments of the proposed MET estimation algorithm were then con-
ducted to assess its practical utility in real building environments. 

2. Methods 

In the present study, MET estimates for various activities were pro-
duced by developing an integrated MET estimation algorithm that 
combined an activity classification model and an object detection 
model. As presented in Fig. 2, this process consisted of three stages. The 
activity classification stage builds on the HPE-based occupant activity 
classification model developed by Kim et al. [45]. In the object detection 
stage, objects in use by the occupants detected in the activity classifi-
cation stage are identified. Finally, in the MET estimation stage, the 
results from the activity classification and object detection stages are 
combined to produce a range of MET estimates. 

2.1. Activity classification stage 

The activity classification model employed in the present study to 

distinguish sitting, standing, and walking was previously developed by 
Kim et al. [45]. This model used indoor RGB images to classify these 
three activities based on the pose of the occupant and consisted of two 
steps: joint recognition and activity classification. In the joint recogni-
tion step, HPE technology was employed to recognize the posture of 
individuals. In particular, the real-time extraction of the joint co-
ordinates of individuals detected within the video images was achieved 
using the OpenPose library, which is based on a convolutional neural 
network (CNN). In the activity classification step, a DNN is utilized to 
train and classify the human activities based on the previously extracted 
coordinates. Fig. 3 illustrates these steps using example images. 

In Kim et al.’s study, a test-bed experiment was conducted to assess 
the model’s performance, focusing on a single occupant [45]. The three 
activities (sitting, standing, and walking) were alternated every 5 min, 
and images were captured at 1-s intervals using camera sensors for a 
total time of 15 min. Real-time activity classification demonstrated an 
overall average accuracy of 72.7%. To resolve real-time activity classi-
fication errors, the activities were predicted based on the mode value for 
1 min and 5 min intervals, resulting in an accuracy of 100% across all 
activities. 

Fig. 1. Different activities detected for similar poses.  

Fig. 2. Process used for the MET estimation algorithm.  
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2.2. Object detection stage 

The object detection model was trained using You Only Look Once 
(YOLO) v5, an image-processing deep learning network designed for 
real-time object detection [46]. YOLOv5 employs a single-stage 
approach to object detection and classification through the same neu-
ral network structure, providing a highly efficient and real-time object 
recognition technology with fast inference processes [47]. YOLOv5 al-
lows for real-time measurements and does not require direct interven-
tion in the occupant’s activity. Therefore, it is widely used in OCC 
approaches to collect information about the occupants, such as the 
number of occupants in the building, CLO, and MET [48,49]. Fig. 4 il-
lustrates the object-detection process for the YOLOv5-trained model 
using indoor images. In these images, a bounding box centered around 
the occupant recognized in the activity classification stage is employed. 
This method effectively eliminates unnecessary background information 
and significantly reduces the likelihood of errors by detecting only the 
objects used by the occupant. 

The object detection model was developed to classify activities that 
involved the use of an object, such as typing, cooking, and cleaning. The 
system platform for model training included Ubuntu (Linux-5.11.0- 
generic), a Quadro RTX 8000 GPU, and Python 3.7.13. The types of 
objects learned and the number of learning data are shown in Table 2. 
The image dataset used for training was collected from internet searches 
and direct photography. The image dataset comprised a total of 2359 
images, each configured to include two objects typically detectable 
during the performance of the respective activity. For typing, the dataset 
included images of a laptop and a keyboard, cooking images included a 
knife and a cutting board, and cleaning images featured a broom and a 
vacuum cleaner. Images of laptops (636), keyboards (452), knives (669), 
cutting boards (668), brooms (232), and vacuum cleaners (282) were 
collected for each activity and utilized in the training process. Of these 
images, 70% were divided randomly for training, 15% for verification, 
and 15% for testing. For the brooms and vacuum cleaners, which were 
associated with cleaning, many of the images on the Internet were very 
similar, so data was collected by photographing these objects directly to 
reduce the possibility of overfitting. This is why the number of images 

for these two objects was lower than for the other objects. The perfor-
mance and stability of the object detection model for all objects were 
reviewed by conducting accuracy evaluation tests in actual experiments 
(Section 3.1). 

The learning results were used to evaluate the performance of the 
classification model, with a confusion matrix constructed to determine 
the classification accuracy (Fig. 5). When evaluated based on previously 
classified test data, the classification accuracy for all six objects was 
higher than 80%. The real-time accuracy for each object is also pre-
sented in Table 2. 

2.3. MET estimation algorithm 

The MET estimation algorithm designed to predict various METs 
using both activity classification and object detection is illustrated in 
Fig. 6. In the activity classification stage, OpenPose was employed to 
detect occupants within indoor videos or images and initially identify 
one of three activities: sitting, standing, or walking. Subsequently, 
cropped images containing only the detected occupants were created 
and stored. If no occupants were detected during this process, the al-
gorithm ended without further action. The object detection stage utilizes 
the object detection model to recognize the six target objects used by the 
detected occupants in the cropped images obtained from the activity 
classification stage. Based on this, the final activity was determined and 
the corresponding MET estimated. 

The MET values used in the present study ranged from 1.0 to 2.7 met, 
with walking restricted to speeds below 2.5 km/h, corresponding to 1.7 
met, following ASHRAE Standard 55. Additionally, while typing, cook-
ing, and cleaning may involve a range of poses in reality, assumptions 
were made based on the typical posture associated with each activity, i. 
e., sitting for typing, standing for cooking, and walking for cleaning. ISO 
7730 [50] and ASHRAE Standard 55 [23] provide specific ranges for 
certain activity categories, suggesting a range of 1.6–2.0 met for cooking 
and 2.0–3.4 met for cleaning. However, they do not distinguish between 
detailed activity types or the use of objects. In this study, based on ISO 
7730 [50] and ASHRAE Standard 55 [23], cooking was assumed to 
involve typical cooking objects in a standing posture with an estimated 

Fig. 3. Activity classification process [45].  

Fig. 4. Object detection process for indoor images using YOLOv5.  
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MET of 1.8 met, and cleaning was assumed to involve common cleaning 
objects in a walking posture with an estimated 2.7 met. Nevertheless, for 
an accurate reflection of activity levels in real buildings, it is necessary 
to refine the activity classification system through prior measurements 
using equipment such as thermal manikins to obtain more precise 
values. 

In the MET estimation stage of the algorithm, when a laptop or 
keyboard was detected in a sitting posture, the algorithm estimated 1.1 
met, corresponding to typing. If no object was detected, 1.0 met was 
estimated, corresponding to sitting. In a standing posture, if a knife or 
cutting board was detected, the algorithm estimated 1.8 met, corre-
sponding to cooking. If no object was detected, it returned 1.2 met, 
corresponding to standing. In a walking posture, if a broom or vacuum 
cleaner was detected, the algorithm estimated 2.7 met, corresponding to 
cleaning. If no object was detected, it estimated 1.7 met, corresponding 
to walking. If it was not possible to calculate a value based on the 
combinations in Fig. 6, the process concluded without any output. 

2.4. Experimental process 

2.4.1. Test-bed information 
The developed MET estimation algorithm was evaluated for its utility 

in real environments in an experiment. The performance of the object 
detection model embedded in the MET estimation algorithm was also 
evaluated. The experiments were conducted in a space measuring 8.4 m 
× 4.2 m located at University C in Seoul. The experiments involved the 
use of a new space and objects not included in the training dataset. Fig. 7 
schematically presents the experimental setup. This study, conducted 
after obtaining Institutional Review Board (IRB) approval, secured the 
participants’ consent before the experiment began. The experiment was 
conducted with a single occupant positioned in the center of the 
experimental space, utilizing tripods installed at a height of 1.7 m on the 
left and right sides, each equipped with cameras. 

2.4.2. Experimental setting for the MET estimation algorithm 
Prior to the evaluation of the MET estimation algorithm, the on-site 

performance of the trained object detection model was verified using 
participants engaged in experiments using six objects related to typing, 
cooking, and cleaning. The experiment focused on a single subject, 
employing two objects for each activity, as outlined in Table 2. The 
subject performed each activity with the designated object for 5 min, 
amounting to six repetitions. Image data were captured at 1-s intervals, 
resulting in 600 data points per object and a total of 3600 data points. 
The object detection model evaluation conducted real-time classifica-
tion performance at 1-s intervals and performance based on mode data 
over 15-s. 

To evaluate the performance of the MET estimation algorithm, two 
experiments were conducted. The first experiment involved the algo-
rithm facing each of the six METs consistently for an equal duration (the 
case-based experiment). The second experiment assessed the utility of 
the algorithm when the MET changed by freely alternating activities for 
30 min after dividing the six METs into two categories (the scenario- 
based experiment). 

The accuracy of the proposed algorithm was evaluated by engaging 
in the same specific activity for a specific duration. However, in real 
buildings, occupants are not always involved in a single activity 
continuously. Therefore, to assess the utility of our proposed approach 
for buildings, different scenarios were established in which the activity 
(and thus the MET) of the occupants randomly changed. Scenarios were 
defined by randomly categorizing the previous six activities into two 
groups, and participants were instructed to freely engage in the activ-
ities for each scenario over a period of 30 min. The activities used for 
each scenario are illustrated in Fig. 8. Because the mode value for in-
tervals of at least 15 s needed to be recorded, each activity was per-
formed for a minimum of 2 min. The experimental conditions were 
consistent with those of the object detection model. Fig. 8 presents the 
actual activities of the participants during the experiment. In Scenario 2, 
the transition from typing to cleaning or from cleaning to typing, where 
the participant sits down to organize a laptop and desk, is classified as 
sitting. The performance assessment of the MET estimation algorithm 
for each scenario entailed analyzing the real-time accuracy of MET 
estimation at 1-s intervals as well as the accuracy based on mode values 
at 15-s and 30-s intervals. 

3. Results and discussion 

3.1. Performance of the object detection model 

The classification accuracy of the object detection model using 
YOLOv5 was evaluated to confirm that it could be used in actual control 
systems. The classification accuracy for each object is summarized in 
Table 3, and Fig. 9 illustrates an example of the objects monitored in the 
experiment. The average classification accuracy for the six objects was 
89%. The keyboard and laptop, which were associated with typing, had 
accuracies of 92% and 95%, respectively, because both objects have 
well-defined shapes. The knife and cutting board had accuracies of 85% 
and 90%, respectively, with errors occurring with the knife due to its 
dynamic usage at various angles. Additionally, the shape of the cutting 
board occasionally led to confusion with the table. The broom and 
vacuum cleaner, used for cleaning, exhibited accuracies of 82% and 
92%, respectively, with errors mainly arising from dynamic poses during 
the use of these objects, leading to occlusions, which was in contrast to 

Table 2 
Number of images and real-time accuracy for each object.  

Object type Laptop Keyboard Knife Cutting board Broom Vacuum cleaner 

Activity Typing Typing Cooking Cooking Cleaning Cleaning 
Number of images 636 452 669 668 232 282 
Real-time accuracy 94% 82% 75% 73% 81% 82%  

Fig. 5. Confusion matrix for the object detection model.  
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typing or cooking, where the objects were typically static. On average, 
the accuracy for typing was 93.5%, for cooking was 87.5%, and for 
cleaning was 85.0%. Focusing on training images with diverse angles 
and scenarios where people are actively using the objects, especially for 
objects associated with dynamic METs, can reduce errors. 

In this case, to improve the usability of the learning model in 
buildings, it is necessary to calculate a single value representing a 
certain period of time, rather than reflecting the estimated MET in real- 
time control. Therefore, in the present study, the mode of accumulated 

values over a designated period was employed to mitigate instantaneous 
errors that may occur during real-time object detection. This approach 
can also be employed to determine the activity level and PMV that 
represent the control cycle in actual building control systems. To 
determine the feasibility of this, the mode value for 15-s intervals was 
examined in the experiment, demonstrating a 100% classification ac-
curacy across all objects. 

Fig. 6. MET estimation algorithm.  

Fig. 7. Experimental setup.  
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3.2. Performance of the MET estimation algorithm 

3.2.1. Case-based experiment 
The performance of the MET estimation algorithm was evaluated 

through experimentation in a test environment identical to that used to 
test the performance of the object detection model. In the first experi-
ment, activities corresponding to six target METs were performed indi-
vidually. Each activity was conducted for 10 min, with the two objects 
associated with each of the typing, cooking, and cleaning activities 

utilized for 5 min each to ensure uniform object exposure. The accuracy 
of the algorithm was analyzed in terms of both the real-time classifica-
tion accuracy and the mode of the cumulative data at 15-s and 30-s 
intervals. By calculating representative values, errors arising from 
short-term phenomena such as image shaking and focus issues can be 
minimized. 

Table 4 illustrates the accuracy for the real-time, 15-s, and 30-s 
modes for the six METs. The real-time accuracy for sitting, standing, 
and walking, which did not involve object detection, averaged 86%. In 
contrast, the real-time accuracy for typing, cooking, and cleaning, which 
incorporate object detection, averaged 80%. This lower accuracy was 
attributed to the simultaneous estimation of both the activity and object. 

In the activity classification stage, the classification of walking was 
challenging because it had the potential to be misclassified as standing 
when the legs overlapped or as sitting when the leg joints bent 
momentarily. As a result, the accuracy for walking was lower than that 
for sitting or standing. This lower accuracy for walking classification 
thus affected the accuracy of cleaning, an activity that involves walking 
while using a broom or vacuum cleaner. This problem was exacerbated 
further by the errors in broom and vacuum cleaner detection when these 

Fig. 8. Experimental activities in Scenarios 1 and 2.  

Table 3 
Accuracy of the proposed object detection model.  

Object Real-time 15-s mode value 

Keyboard 92% 100% 
Laptop 95% 100% 
Knife 85% 100% 
Cutting board 90% 100% 
Broom 82% 100% 
Vacuum cleaner 92% 100%  
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objects were obscured by the pose of the occupant, reducing the accu-
racy of cleaning classification. Additionally, classification errors 
occurred when the blade of the knife was thin and the object was not 
clearly visible due to reflections, reducing the classification accuracy for 
cooking. 

To minimize real-time errors and achieve accurate MET classifica-
tion, the mode values for data accumulated over regular intervals were 
analyzed. Using the 15-s mode values, all activities except for cleaning 
exhibited 100% accuracy while, with the 30-s mode values, all six METs 
exhibited 100% accuracy. By utilizing the mode values of the accumu-
lated data for periods exceeding 30-s, it was confirmed that errors 
occurring in real-time data could be reduced, leading to an improvement 
in the MET estimation accuracy. 

The accuracy of the proposed MET estimation algorithm for typing, 
cooking, and cleaning was also compared to that of an activity classifi-
cation model that does not include object detection [45] (Fig. 10). The 

conventional activity classification model classified typing as sitting 
with a probability of 89%. However, the proposed MET estimation al-
gorithm reduced the rate for classification as sitting to 10%, with a 
classification accuracy for typing of 88%. The activity classification 
model classified cooking as standing in 89% of cases, while the MET 
estimation algorithm correctly classified it as cooking in 79% of cases. 
Similarly, the activity classification model classifies cleaning as walking 
in 79% of cases, whereas the MET estimation algorithm correctly 
identified cleaning 72% of the time. Unlike the activity classification 
model, which simply classifies a few activities based on their poses, the 
MET estimation algorithm demonstrated the ability to produce more 
various MET estimates for the same poses depending on the object(s) 
that were in use. 

3.2.2. Scenario-based experiment 
Figs. 11 and 12 compare the actual MET values and the values pre-

dicted by the algorithm for Scenarios 1 and 2, respectively, based on 
video image data collected from cameras installed on the left and right of 
the room. The real-time MET exhibited by the participant depending on 
the activity is indicated by the vertical bars, while the algorithm’s pre-
dicted results are denoted by the red dots. Looking at the average real- 
time accuracy for each scenario, the left and right cameras in Scenario 
1 produced accuracies of 91% and 87%, respectively. The main errors 
occurred for the standing posture, with the algorithm mistakenly 
recognizing a phone as a knife, leading to the prediction of cooking. In 
Scenario 2, the real-time accuracy for the left and right cameras was 
80% and 82%, respectively. The main errors occurred during cleaning, 
where objects were obscured by the participant’s body while walking, 
leading to detection failure and misclassification as walking. Further-
more, some other activities such as picking up and lifting a broom from 

Fig. 9. Object detection examples.  

Table 4 
Accuracy of the MET estimation algorithm.  

METs Object Real-time 15-s mode 30-s mode 

1.0 met (sitting) None 94% 100% 100% 
1.2 met (standing) None 84% 100% 100% 
1.7 met (walking) None 80% 100% 100% 
1.1 met (typing) Laptop 89% 100% 100% 

Keyboard 87% 100% 100% 
1.8 met (cooking) Knife 76% 100% 100% 

Cutting board 82% 100% 100% 
2.7 met (cleaning) Broom 71% 93% 100% 

Vacuum cleaner 73% 95% 100%  

Fig. 10. Comparison of the activity classification model and MET estimation algorithm.  
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the floor or getting up from a chair were mistakenly classified as sitting 
instead of being unclassified, leading to errors. 

Fig. 13 presents the classification results using the 15-s mode value 

for each scenario based on images from the left camera (Fig. 13a) and 
right camera (Fig. 13b). The orange highlights in Fig. 13 represent cases 
in which the activity was not classified, which was denoted as 0.0 met 

Fig. 11. Actual and estimated MET values for Scenario 1.  

Fig. 12. Actual and estimated MET values for Scenario 2.  

Fig. 13. Actual and estimated MET using the 15-s mode value for Scenarios 1 and 2.  
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for visualization purposes. The accuracy of the 15-s mode values for the 
left and right cameras in Scenario 1 was 96% and 98%, respectively. 
Similarly, in Scenario 2, the accuracy for the left and right cameras was 
96% and 98%, respectively. Even when performing the same activity, 
the classification of activities or objects differed based on the direction 
or angle observed by the cameras. Therefore, to enhance the accuracy of 
the proposed algorithm, continuous training with additional objects 
prone to misrecognition, such as mobile phones, is necessary. Moreover, 
training the algorithm to recognize activities such as sitting, standing, 
and walking based on the joint positions when using objects can help to 
improve the accuracy and reduce errors. 

When an error occurred in estimating the results for either the left or 
right camera, combining the estimated values from both camera di-
rections resulted in 100% accuracy when using the 15-s mode value. 
Though it is possible to calculate the MET for building control using a 
single camera, the error decreases as the number of cameras increases. 

Based on the analysis of Fig. 13, a detailed examination of the major 
errors for each scenario is presented in Fig. 14. In Scenario 1, the most 
common error was the misclassification of standing as cooking, attrib-
uted to the algorithm mistakenly detecting a phone as a knife. In Sce-
nario 2, the predominant error was the misclassification of cleaning as 
walking, primarily occurring when the algorithm failed to detect the 
presence of a broom or vacuum cleaner. Errors may arise when the 
objects are swapped, causing individuals to bend their waist or when 
some joints leave the field of view of the camera, resulting in a failure to 
detect any activity. To mitigate these errors, using images captured from 
multiple directions or slightly longer mode values can prevent 
momentary errors. Although this study evaluated the algorithm based 
on very short cumulative data periods of 15-s and 30-s, the developed 
algorithm has been designed for use in actual HVAC (Heating, Ventila-
tion, and Air Conditioning) control. Thus, in practical environments, the 
algorithm can be adapted to calculate representative activities based on 
data accumulated over 5-min or 10-min intervals for more accurate 
estimations. 

4. Discussion and conclusion 

This study introduces a novel MET estimation algorithm that 

incorporates both an activity classification model and an object detec-
tion model. This approach enables a more diverse range of MET esti-
mates to be produced than is possible with conventional methods by 
concurrently considering both the activity and objects involved. The key 
results of this study are as follows: 

1) A novel MET estimation algorithm that integrated pose-based ac-
tivity classification with object detection was developed. The object 
detection model was trained on six objects: laptops, keyboards, 
knives, cutting boards, brooms, and vacuum cleaners. The average 
classification accuracy of the model for these six objects was 89%, 
with an average accuracy for typing-associated objects of 93.5%, for 
cooking-associated objects of 87.5%, and for cleaning-associated 
objects of 85%. When using 15-s mode values, 100% detection ac-
curacy was observed for all objects.  

2) The MET estimation algorithm was used to estimate six METs, with 
two performance-assessment experiments conducted in an actual 
indoor environment. First, each of the six activities was performed 
individually for a duration of 10 min, and the accuracy was evalu-
ated. The average classification accuracy for all activities was 83%. 
When using the 15-s mode values, 100% accuracy was achieved for 
all activities except cleaning; with the 30-s mode values, 100% ac-
curacy was observed for all activities.  

3) The second experiment focused on the accuracy of scenarios 
involving random changes in the activities. In Scenario 1, which 
included sitting, standing, and cooking, the real-time accuracy was 
89%, with a 15-s mode value accuracy of 97%. In Scenario 2, which 
included typing, walking, and cleaning, the real-time accuracy was 
80%, and the 15-s mode value accuracy was 97%. Considering im-
ages from both the left and right cameras simultaneously in both 
scenarios resulted in 100% accuracy. 

In summary, the performance of the proposed MET estimation al-
gorithm, which combined both activity classification and object detec-
tion, was assessed in terms of its MET estimates and practical 
applicability. It was found that using the mode value of cumulative real- 
time data for a certain period can lead to excellent MET estimation 
performance. The intervals employed in the present study (15-s and 30- 
s) were conservative; based on the accuracy of these intervals, a single 
representative value for a control period of 5 min or 10 min can be 
determined and utilized in practical applications. 

Thus, this technology can be used to effectively monitor occupant 
behavior and improve comfort, which are important tasks when seeking 
to establish a well-functioning building environment, as outlined in the 
Annex 79 project [51]. The proposed methodology provides information 
that can be used to ensure the thermal comfort of occupants by 
combining the building’s HVAC system, CCTV, the Internet of Things, 
and the building energy management system. Additionally, technology 
that can detect human activities or objects can be used not only in 
buildings but also in city planning. When planning a city, safety and 
health are important factors to consider in order to improve the con-
venience and quality of life for the residents [52]. The proposed meth-
odology can contribute to creating a safe and healthy city by detecting 
dangerous objects or situations and monitoring the behavior of vulner-
able groups, such as the elderly, to prevent accidents or enable a rapid 
response to dangerous situations. In addition, with the recent increase in 
environmental, economic, and climate uncertainty, global challenges 
such as achieving carbon neutrality and Sustainable Development Goals 
(SDGs) have recently gained greater attention. There is a general aim to 
promote good health and well-being by decreasing energy consumption 
and greenhouse gas emissions. The methodology developed in this study 
can thus play a crucial role in supporting these goals by creating a 
comfortable environment while reducing unnecessary energy 
consumption. 

To apply this technology diversely, the following follow-up studies 
are necessary. The applicability of the proposed approach in real 

Fig. 14. Actual values for incorrectly estimated MET values in the scenario- 
based experiment. 
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thermal environment control was confirmed via performance verifica-
tion based on actual experiments. By building upon the proposed 
method, it would be possible to expand the MET estimates by increasing 
the number of classified activities and types of objects. In addition, to 
enhance the accuracy of the MET estimation algorithm, further training 
of both the activity classification and object detection models is neces-
sary. Utilizing this technology, improvements in thermal comfort and 
building operation, including the reduction in unnecessary energy use, 
can be achieved in indoor environments where the MET of the occupants 
is variable. However, because the performance evaluation of this study 
was conducted targeting a single occupant, further research is necessary 
to validate its suitability for environments with multiple occupants. 

Furthermore, image-based technologies that collect data using 
cameras can generate privacy concerns. Therefore, it is essential to 
introduce privacy protection technology to address these concerns. To 
prevent data from being accessed by unauthorized individuals, data 
encryption and secure transmission technology should be employed in 
conjunction with the proposed system [53]. In addition, by combining 
the developed algorithms with an HVAC system, the edge computing 
technology within the HVAC system itself can be harnessed, simplifying 
the data transmission process and enhancing security [54]. 

Moreover, subsequent studies are also needed to assess the effec-
tiveness of indoor thermal comfort control by incorporating real-time 
MET values obtained from the MET estimation algorithm into PMV- 
based control. In this context, the MET estimation method for deter-
mining individual thermal sensations can be applied not only to PMV 
but also to the development of novel thermal comfort models. It is 
essential to consider CLO in the control strategy to comprehensively 
address individual variables [34,47]. Through this research, this tech-
nology has the potential to contribute as a key element in the control of 
indoor thermal comfort and energy efficiency. 
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